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< ABSTRACT >

Automated essay scoring (AES) is defined as the scoring of written prose using computer
technology. The objective of this meta—-analysis is to consider the claim that machine scoring of
writing test responses agrees with human raters as much as humans agree with other humans.
The effect size is the agreement rate between AES and human scoring estimated using a random
effects model. The exact agreement rate between AES and human scoring is 52%, compared with
an exact agreement rate of 54% between humans. The adjacent agreement rate between AES and
human scoring is 93%, compared to an adjacent agreement rate of 94% between humans. This
meta—analysis shows that the agreement rate between AES and human raters is very comparable.
This study also compares the subgroup analysis of agreement rates using study characteristic
variables such as publication status, AES type, essay type, exam type, human expertise, country,
and school level. Implications of the results and potential future research are discussed in the

conclusion.
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I . Introduction

Since the 1960s, machine scoring of essay tests has developed dramatically and is still
developing. Automated essay scoring (AES) is defined as the scoring of written prose using
computer technology (Shermis & Barrera, 2002). The importance of essay—based exams is
that they are representative of real world tasks. As a result, this form of examination has
become a standardized test for large-scale assessment (Enright & Quinlan, 2010).

However, there are difficulties surrounding essay scoring. Kelly (2001) states that the
increasing demand of essay-based exams creates a heavy burden on test scoring. Cost and
effort are the largest obstacles to adopting essay—based exams. AES is mainly used to
overcome such difficulties, including time, cost, and reliability (Bereiter, 2003). Most
importantly, an AES system should give the same score as would be given by humans.

Compared to human scoring, an AES lacks transparency, and does not give evidence of
quality in the same way a human would score, evaluate, and understand a written essay
(Kelly, 2006; Bennett, 2006). AES systems are currently used in several applications. Since
February 1999, the Educational Testing Service (ETS) has used e-rater as one of its two
initial raters for the Graduate Management Admission Test (GMAT) writing assessments,
and, in this capacity, it has scored over 1 million essays (Chodorow & Burstein, 2004). The
ETS uses e-ruter to score essays for numerous educational institutions, covering secondary
and tertiary education.

Skepticism and criticism have accompanied AES over the years, often related to the fact
that a machine cannot understand written text (Page & Petersen, 19%), a lack of human
interaction (Hamp-Lyons, 2001), vulnerahility to cheating (Rudner & Gagne, 2001), and the
need for a large corpus of sample text to train the system (Chung & ONeil, 1997). Despite
its weaknesses, AES continues to attract the attention of public schools, universities, testing
companies, researchers, and educators (Burstein, Kukich, Wolff, Lu, & Chodorow, 1998).
There have been many validation studies to date. Partly in response to critiques of the AES,
there 1s a growing body of literature on the attempts to validate the meaning and uses of
AES (Yang, Buckendahl, Jusziewicz, & Bhola, 2002).

The findings of these validation studies are contradictory, reporting mixed results. Bennett
(2006) showed that the automated scoring of essay responses did not agree with the scores
awarded by human raters in a National Assessment of Educational Progress (NAEP) study.
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The results of McCurry (2010) suggest that essay marking software cannot score an open
writing task as reliably as human raters can in the Australian Scaling Test (AST) writing
test. Nichols (2006) also indicated a stronger relationship between two human raters than
between the Intelligent Essay Assessor (IEA) and a human rater.

Despite these negative findings, many positive studies, report a high level of agreements
between AES and human scoring. For current AES systems, these comparisons have shown
impressively high levels of agreement with human scoring (Attali, 2004, Burstein &
Chodorow, 1999; Elliot, 2003; Landauer, Laham, & Foltz, 2003; Landauer, Laham, Rehder, &
Schreiner, 1997, Nichols, 2004; Page, 2003; Vantage Learning, 2000a, 2000b, 2001a, 2001b,
2002, 2003a, 2003b), often comparable to those found between two human raters. There are
many empirical studies for the agreement rate between human raters and an AES. However,
no meta—analysis study has been conducted for the agreement rates.

The objective of this meta—analysis is to consider the claim that machine scoring of
essay-based exams agrees with those of human raters as much as humans agree with other
humans, as investigated by McCurry (2010). The aim is not to replace human raters. The
goal of an AES system is to simulate a human expert rater's grading process, and a system
is usable only if it can perform the grading as accurately as an expert human rater can
(Chen, Liu, Lee, & Chang, 2010). Exact agreement means that the scores given by the AES
and the human raters match perfectly, while an adjacent agreement means that the scores
differ by at most one point. The exact and adjacent agreement rates are better validation
indices for this aim. Most studies have used correlation coefficients as an index to
investigate the relationship between human raters and an AES. However, correlation is
madequate In investigating the accuracy of AES grading because correlation does not
represent the exact degree of agreement (e.g., adacent agreement rate). Correlation shows
the relationship between the human rater and the AES, whereas the exact agreement rate
pinpoints the exact degree of consistency between the humans and the AES. To investigate
the agreement rate between AES and human raters systematically, meta—analyses are an
appropriate methodology (Borenstein, Hedges, Higgins, & Rothstein, 2009). Meta-analytic
procedures refer to a set of statistical techniques used to systematically review and
synthesize independent studies within a specific area of research. Glass (1976) first proposed
such methods and coined the term “meta-analysis.”

There have been no previous meta-analysis studies that have investigated the agreement
rate between AES and human scoring. The meta-analysis studies of Bergstrom (1992), Kim
(1999), Mead and Drasgow (1993), Wang, Jiao, Young, Brooks, and Olson (2007), and Wang
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et al (2008) examined the test mode effect on tests that measure general aptitude, ahility,
and achievement. The test mode effect 1s the discrepancy between performance in
Computer-based tests (CBT) and paper-based tests (PBT), even when the tests are
identical. In addition to these meta—analyses, Mazzeo and Harvey (1983) conducted a review
of the literature on the comparison of scores from automated and conventional educational
and psychological tests. While these studies investigated the test mode effect, the present
article 1s the first to consider a different meta—analysis, the objective being, systematic
examination of how AES systems compare with human raters. A further aim of the article
is to discuss future research in AES and how it could be developed (Borensteinetal, 2009).
The questions to be addressed as follows:

(1) What is the exact agreement rate between AES and human scoring?

(11) What is the adjacent agreement rate between AES and human scoring?

(iii) What is the difference between the exact agreement rate and the adjacent agreement
rate between AES and human scoring, and how does this compare with that between
human raters?

(iv) What is the moderator effect of categorical variables such as reporting characteristics
(publication status, country), test characteristics (AES type, essay type, exam type),

and subject characteristics (scorer expertise, student school level)?

II. Materials and methods

Although meta—analysis 1s not a primary research study, it shares common research
procedures in terms of the formudation of a problem, collection of data (primary studies in
this case), coding of data, analysis, and interpretation (Cooper, 2010).

1. Literature search and inclusion criteria

A. Literature search

Searching began with existing meta-analyses and literature reviews. A thorough search
was conducted on the Education Resources Information Center (ERIC), PsychInfo, Web of
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Science, Google Scholar, and Digital Dissertations, to target empirical articles that fit the
inclusion criteria.

The following keywords were used: automatic scoring, automated scoring, e-rater, essay,
writing, and agreement. The literature was selected based on the abstracts. We also
employed the “snowball method” and reviewed the references in the selected articles for
additional works. Furthermore, we gathered review articles and theoretical overviews and
checked their references. In all, we found 15 studies for analysis based on the inclusion and

exclusion criteria given in the following subsection.

B. Inclusion criteria

While automatic scoring can be applied to essay writing, speaking, and other forms of
examination, this meta—analysis considers only automatic scoring for essay writing because
it is the most developed form of examination (Shermis & Burstein, 2003). Data were
obtained to compute the effect size, which is the agreement rate between AES systems and
human raters estimated using random effects model. The exact and adjacent agreement
rates are better validation indices, though most studies use correlation as an index to
investigate the relationship between human raters and the AES. Correlation is inadequate in
investigating the relationship between human raters and the AES; however, exact agreement
rates show the exact degree of consistency between humans and the AES systems. Exact
agreement means that the scores given by the AES system and the human raters matched
perfectly, and the adjacent agreement rate means that the scores differed by at most one
point. This meta-analysis includes published, peer-reviewed journal articles and unpublished
articles such as dissertations and conference papers to minimize the publication bias. Only
articles written in English were considered because most AES systems are developed in the
US and the UK (McCurry, 2010). Although additional non-empirical literature and literature
reviews were selected as sources of relevant research, this literature was not included in the

analysis because they have no information on calculating effect sizes.

2. Coding of studies
Data were extracted from studies meeting the inclusion criteria. Whenever studies
reported multiple effects, only those that met the review criteria were included. Study

characteristics were coded to reflect potential moderating variables for the agreement rate
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between AES systems and human raters (Table 1). These characteristics included reporting
characteristics (publication status, country), test characteristics (AES type, essay type, exam
type), and subject characteristics (scorer expertise, student school level). Two coders
independently coded each study. A coding manual was developed to help maintain reliability.
The manual included information on the effect size calculation, study characteristics, and
report characteristics. If there were discrepancies between the two coders, they tried to
reach a consensus. However, when the discrepancies remained unresolved, the two coders
discussed the differences, and a third, independent coder made a resolution. Finally,
differences between the two coders were unanimously resolved prior to data entry and

analysis

3. Computation of effect sizes

For this meta-analysis, the common metric used was effect size of proportion or
percentage agreement. All effect sizes were calculated with the aid of the comprehensive
meta—analysis (CMA) with inputs confirmed by two coders. The analysis was also carried
out using CMA2.0 software to estimate the mean effect size (Borenstein et al, 2009).

According to Card (2011) the agreement rate calculation and analysis formulae are as
follows:

Agreement rate (Event rate) = Events/Total

LogitEventRate = log (o / 1 - p))

LogitEventSE = Sqr (1 / (p * Total) + 1 / (1 - p) * Total))

EventRate = (e ~ LogitEventRate) / (e ™ LogitEventRate + 1)

Here, e = 2718281828, the value of the exponential function at 1.

For example, if the total number of papers is 63 and the scorers agree on 56 of them, we
have the following:

p=5/63=0809

LogitEventRate = log(0.839 / (1 - 0.889)) = 2.081

LogitEventSE = Sqr (1 / (0.889 = 63) + 1 / ((1 - 0.839) * 63)) = 0401

EventRate = (2718281828 ~ 2.081) / (2.718281828 ~ 2.081 + 1) = 0.8%9

(This example calculation was performed in CMA 2.0)

Analyses were performed on the logit value, weighted by the standard error of
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“LogitEventSE” as described here (Card, 2011). According to Card, the proportion works
well as an effect size in many situations, but i1s problematic when it strays too far from 0.5.
For this reason, it i1s useful to apply a logit to p prior to a meta—analysis. The event rate
can be recovered from the logit value by applying the inverse of the logit function, as seen
in the example shown here. Effect sizes are reported as 1 when agreement exists between
the AES and human scoring on all papers. If there is agreement on none of the papers, the

agreement rate is O.

4. Combining effect sizes across studies

Once an effect size was calculated for each study, effects testing the same hypothesis
were averaged. Weighted analyses, developed by Hedges and Olkin (1985), and the fixed
effects model, the random effects model, and subgroup analysis, could be used for analysis.

In the weighted procedure, more weight was given to effect sizes with larger samples, on
the assumption that the larger samples more closely approximated actual effects (Cooper,
2010; Hedges & Olkin, 1985). These weighted combined effect sizes were tested for
statistical significance by calculating the 95% confidence intervals (Cooper, 2010).

The fixed effects model allows only for generalization to the study sample, whereas the
random effects model allows for generalization to a larger population (Sirin, 2005). The fixed
effects model assumes that primary studies have a common effect size. On the other hand,
the random effects model attempts to estimate the distribution of mean effect size based on
the assumption that each primary study may have different populations. For this study, the
random effects model was used for the main effect and for subgroup analysis, because the
homogeneity test was statistically significant (Borenstein et al, 2009).

In a meta—analysis, reviewers assume that every primary study is independent, but, there
may be interdependence within the study if a study has multiple effect sizes. One could, in
this case, use the same sample repeatedly, but this would wviolate the independence
assumption. Alternatively, one might consider choosing an effect size among the multiple
effect sizes within a study in an attempt to avoid violating the independence assumption, but
this would result in loss of information. Cooper (2010) proposed a “shifting unit of analysis”,
where one estimates a total effect size, taking the study itself as a unit; however, if effect
sizes for subgroups are estimated instead, each effect size is a unit. For this meta—analysis,

the unit of analysis is a study for the estimation of the total effect size, whereas the unit of
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analysis is an effect size for the subgroup analysis, according to Cooper’'s method. This
strategy 1s a compromise that allows studies to retain maximum information value, while

minimizing the violation of the independence assumption.

IT. Results

1. Description of effects

The method described previously provided 98 effect sizes from 10 primary studies for the
exact agreement rate between AES and human scoring, 66 effect sizes from 13 primary
studies for the adjacent agreement rate between AES and human scoring, 39 effect sizes
from 9 primary studies for the exact agreement rate between human raters, and 34 effect
sizes from 12 primary studies for the adjacent agreement rate between human raters.
Because the studies exhibit multiple outcomes, it 1s important to be careful about the

interdependence of these outcomes.

2. Overall analysis

In the homogeneity test (Table 2), the effect sizes of the primary studies were
heterogeneous. Therefore, we measured the overall effect size using the random effects
model and compared the effect sizes using the characteristics of each study (e.g., publication
status, AES type, essay type, exam type, scorer expertise, country, school level.).

The random effects model (Cooper, 2010) is stated as follows:

5 k E (g~ 9)?
o= s(g)— (1//6)2%-, where s”(g) = Zﬁ
i— 1 i—1
The exact agreement rate between the AES and human scoring was 5296 with 95%
confidence intervals at 509 and 5496 (Table 3). The exact agreement rate between human
raters was 54% with 95% confidence intervals at 5096 and 57%.
The adjacent agreement rate between AES and human scoring was 93%, with 95%

confidence intervals at 9196 and 95%. The adjacent agreement rate between human raters
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was A% with 9% confidence intervals at 91% and 96%. These results show that there is a
high agreement rate between AES and human scoring, compared to the agreement rate

between human raters.

3. Subgroup analysis

This study performed a subgroup analysis using a random effects model, because each
subgroup was heterogeneous based on homogeneity tests. Subgroup analysis was conducted
to identify the source of variability and moderators, which affect the extent to which
subgroups differ. We briefly discuss the subgroup analysis of each of the categorical

variables.

A. Subgroup analysis for reporting characteristics

In meta-analysis, publication hias is an important issue for valid study results. The
publication bias means that studies having statistically significant results have more
possihilities of being published than non-significant studies do. In Table 4, the effect size of
unpublished studies i1s higher than that of published studies, but it is not statistically
significant. The effect size for the US is higher than that for the UK and Australia (Table
4). The different effect sizes between countries may be a result of the different examination
types among countries. The UK exam i1s more open-ended, while Australia’s exam has a
larger scales (i.e., a 10-point scale). The use of the open-ended exam type is more difficult
to score consistently compared to the closed-ended exam type. The scoring scale in the US
is a 6 point-scale, but Austrailia has a 10-point scale. As the number of scale values

increases, the consistency of agreement rate decreases.

B. Subgroup analysis for test characteristics

The agreement rate can be influenced by test characteristics such as different AES
systems, essay types, and exam types.

In order of decreasing exact agreement rate, when comparing AES systems and human
scoring, the AES systems used were IntelliMetric, e-rater, IEA, and Bayes. For the adjacent
agreement rates (again, AES compared with human scoring), the order was IntelliMetric,
IEA, e-rater, and Bayes. There was no statistically significant difference between the AES
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systems.

In order of decreasing exact agreement rate for AES, compared with human scoring, the
essay types were issue, narrative, expository, persuasive, and argument. The order was the
same for adjacent agreement rates. In human-to-human comparisons, the order for both the
exact agreement rate and the adjacent agreement rate was argument, issue, narrative,
expository, and persuasive. The essay type may demand different content, structure,
wording, level of knowledge, and writing style. The number of effect sizes i1s small.

In order of decreasing exact agreement rate when comparing AES to human scoring, the
exam types were GRE, statewide exams, TOEFL, and GMAT. In all other situations
(adjacent rates in AES-to-human comparisons, and exact and adjacent rates in
human-to-human comparisons) the order was TOEFL, GRE, statewide exams, and GMAT
(Table 5).

C. Subgroup analysis for subject characteristics

The agreement rate can be influenced by subject characteristics such as a different level
of scoring expertise of scorer, and test taker’s schooling level.

The effect size for AES-to-expert comparisons 1s higher than that for AES-to-non expert
comparisons, and expert’s scoring was more consistent. For the effect of schooling level on
AES-to-human comparisons the school levels were undergraduate had the highest effect
followed by graduate, K-12, and non-native (ESL) in decreasing order. For the adjacent
agreement rate in human-to-human comparisons, the order was graduate, undergraduate,
K-12, and ESL (Table 6).

4. Meta—regression by publication year

The agreement rate can be influenced by publication year, which makes it possible to
investigate whether the present study has a better agreement rate or not.
The slope of meta—regression by publication year is positive, and statistically significant

(Table 7). Thus, the general trend is that the agreement rate increases over time.
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IV. Discussion and Conclusion

The meta—analysis in this article shows that there is good agreement between AES and
human scoring. The exact agreement between AES and human scoring is 5226, compared
with 549 for exact agreement between human raters. For the adjacent agreement rates,
these figures become 93% and 94% respectively.

In the subgroup analysis for reporting characteristics, the effect size of unpublished
studies is higher than that of published studies, but it is not statistically significant. The
effect size for the US is higher than that for the UK and Australia. Traditionally, there is a
transatlantic difference in the philosophy and mechanism of assessment, with the US placing
more emphasis on “ohjective” multiple—response tests, and the UK on essay-type responses
(Hutchison, 2007). However, according to Hutchison, multiple-choice questions now
constitute a substantial proportion of the UK General Certificate of Secondary Education,
conversely, in the US, constructed responses are increasingly used as part of large-scale
assessments. The different effect sizes between countries may result from the differences in
exam type in this meta—analysis, such as those discussed previously. The UK exam in this
meta-analysis 1s composed of more open-ended essays than the US exam 1s. The AST
program began as the Australian Scholastic Aptitude Test (ASAT) in the early 1970s, with
the aim of bringing the assessments of different colleges in the Australian Capital Territory
to a common scale (McCurry, 2010). The Australian Scaling Test of Writing test (ASTW)
1s an atypical writing test. It is an assessment of verbal reasoning and writing ability in
which candidates are asked to respond in an argumentative mode to a broad range of
stimulus material on a social or political issue (McCurry, 2010). ASTW is scored on a
10-point scale. Because the ASTW follows a different format from many other exams,
caution should be exercised when analyzing it, and the exam type and the schooling level
should be considered. Further studies should investigate the difference of the country as a
moderator. However, we should acknowledge that most developments of AES systems are
carried out in the US.

In the subgroup analysis for test characteristics, the order of AES type, by decreasing
effect size was IntelliMetric, e-rater, IEA, and Bayes. Even though the scoring mechanisms
used by these systems differed, they were not statistically different. The order of essay

type, by decreasing effect size, was issue, narrative, expository, persuasive, and argument.
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The type of essay is a potential source of the difference in scoring of essays. The essay
type may demand different content, structure, wording, level of knowledge, and writing
style. The number of effect sizes is small, so further primary studies are needed. The exam
types, in order of decreasing exact agreement rates, were GRE, statewide exams, TOEFL,
and GMAT. For the adjacent agreement rate, the order was TOEFL, GRE, statewide exams,
and GMAT. Like essay types, exam types can also affect results. The relationship between
logic and complexity of the essay and the AES system should be examined in further detail.
The difference of agreement rates could depend on the level of rigidity in essay scoring
criteria. Which should be investigated in future studies, as well as the roles of countries,
and essay and exam types.

In the subgroup analysis for subject characteristics, the exact agreement rate between
AES and scoring by experts is higher than that between AES and scoring by novice raters.
This is similar to the result of Nichols (2005), which indicates a stronger relationship
between the IEA and experts than between novice raters and experts. The school levels, in
order of decreasing effect size, were undergraduate, graduate, and K-12.

As Burstein and Chodorow (1999) suggest that developers of AES systems should further
investigate how to reliably score non—native test takers’ written essays, the agreement rate
for non—native (ESL) essay scoring is lower than that of other K-12 scores. This is a major
issue to developing the AES, as teaching English to non-natives is a very important issue.

The fact that the slope of the meta-regression by publication year is positive (and
statistically ~significant) suggests that AES development will continue to result In
improvements in the agreement rate. While the present meta-analysis contributes to the
evidence based approach for the development of AES in essay grading, the goal of future
work should be to make an even larger and more sophisticated range of features considered
in essay scoring available. As AES technology is still developing (Shermis & Burstein, 2003)
the search for better machine scoring is ongoing as investigators continue to move forward
in their drive to increase the accuracy and effectiveness of AES systems.

The present study has several limitations:

First, there are several validation indices, such as correlations, kappas, standardized mean
differences, and agreement rates. However, this study used only agreement rates because
they show the exact amount of consistency, compared to other indices.

Second, only papers written in English were considered, vet agreement rates may depend
on the language that the tests are written in. The interpretation should be cautious hecause
of the potential biases for studies written in English, which means that English studies have
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a high effect tendency (Higgins & Green, 2009). Nowadays, many countries and language
groups are now developing their own automatic scoring systems (McCurry, 2010; Nichols,
2004; Rudner, & Gagne, 2001, Shermis, & Burstein, 2003), so further studies are needed to
investigate how language affects the reliability of AES.

Third, in order to ensure that results are not biased, more testing needs to be carried out,
independent of developers of AES systems, because many of the current validity studies
have been performed by the developers themselves.

Fourth, this study has Lmitations on the investigation of individual characteristics of the
AES system. Future studies should be conducted on the agreement rate, based on the
characteristics, logic, and complexity of the AES.

Fifth, this study includes only AES systems from countries such as US, and the UK.
Therefore, it can not be generalized to other countries (e.g.Korea), because the inclusion
criteria consider only English articles. Most AES systems are developed by the US and the
UK and further studies are required for other countries and language.
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(Table 1) Characteristics of studies included in the analysis

Author(Year) Exact | Adjacent EI-;:t a dTe:(:int AES Exam
Enright(2010) 0.570 0.9%0 0.560 09710 | e-rater Toefle
Chodorow(2004) 0493 0.943 0560 0960 | e-rater Toefle
Larkey(1998) 0485 0913 0.560 0950 | Bayes etc. NA.

Attali(2006) 0.510 - 0507 e-rater Toefle /GMAT
Raminenia(2012)a 0.553 0.7 0.5 0975 | e-rater GRE
Raminenia(2012)b 0.512 0944 0.600 0975 | e-rater Toefle
Hutchison(2007) 0407 0.871 0425 088 | e-rater UK exam
Dikli(2006) 0.607 0.7 0547 0957 | IntelliMetric State exam
Nichols(2005) 0.509 0946 0491 0932 |IEA State exam
Elliot(2003) 0.617 0.933 - - IntelliMetric NA.
MeCurry(2010) - 0.84 - 0&9 | MSW Australia AST
Lonsdale(2003) - 0.670 - 0660 | NLP ESL
Burstein(1999) - 093 - - e-rater Non-native
Kelly(200D) - 0.830 - 0980 | e-rater GRE
Burstein(2001) - 0.935 - - e-rater GMAT
(Table 2) Results of the homogeneity test
Category AES/Human N Q p—value | —95%ClI ES +95%Cl 1"2
Exact AES/Human 10 239 <06 0.519 0.515 0.523 %9

Agreerment Human/Human 9 3493 <06 0.5 0.539 0.54 1N

Adjacert AFES/Human 13| ™45 | <05 | 090 | 092 | o9u B5

Agreerment Human/Human 12 3419 <06 0.93%6 0.939 0942 R

N = number of studies; @=homogeneity statistic; p—value for Q statistics; Cl=confidence interval;

ES=effect size.

(Table 3) The overall result of meta-analysis using a random effects model

Category AES/Human N —95%Cl ES +95%ClI
Fxact AES/Human 10 0.497 0.521 0544
Agreement Human/Human 9 0501 0.537 0573
Adjacent AES/Human 13 0.905 099 0948
Agreement Human/Human 12 0.907 0.939 0961

N = number of studies; CI = confidence interval, ES=effect size
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(Table 4) Subgroup analysis for reporting characteristics

Category Sub—group | Sub—outcomes k —95%Cl ES +95%ClI
AFS/Hiumen EXACT Publication No 5 0.497 0.519 0.540
Yes 4 0.491 0.508 0.525
No 5 0.502 052 0.547
Human/Human EXACT Yes 4| 043 0489 0525
AES/Human No 61 0.933 0.945 0.955
ADJACENT Yes 6 0.781 0.8% 0.952
Human/Human No 2 0931 0.947 0.939
ADJACENT Yes 5 0.792 0.901 0.956
AFS/Hiumen EXACT Country UK 3 0.334 0.407 0.429
USA 9] 0.503 0.518 0532
UK 3 0.370 0.424 0.480
Human/Human EXACT USA B | 0508 0521 0538
ARS/H Australia 2 0.747 0.824 0.881
AD) ACmE;a;l UK 3 0854 0871 0.8%
USA 62 0.934 0.946 0.956
Human/Human UK 3 0.824 0.89 0.8%9
ADJACENT USA 30 0932 0.948 0.960

K = number of effect sizes; CI = confidence interval;, ES=effect size
(Table b) Subgroup analysis for test characteristics

Category Sub—group | Sub—outcomes k —95%Cl ES +95%ClI
e-rater 40 0.500 0.514 0.528
IEA 15 0.473 0513 0.553

AES/Human EXACT AES type —

IntelliMetric 9 0536 0.613 0.684
Bayes 5 0.39 0.492 0.5%0
e-rater 20 0.928 0.949 0.965
AFS/Human IEA 15 0.933 0.933 0.964
ADJACENT IntelliMetric 9 0.947 0.962 0973
Bayes 5 0.849 0.926 0.965
Argument /! 0.462 0.484 0.507
Expository 9 0.458 0.516 0.574
AES/Human EXACT E§SAY Issue 7 0513 0.547 0.5%0
e Narrative 3 0.400 0.523 0.644
Persuasive 3 0472 044 0515
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Category Sub—group | Sub—outcomes k —95%Cl ES +95%ClI
Argument 4 0.49% 0.547 0.597
Expository 9 0457 0.490 0.523
Human/Human EXACT Issue 2 0458 0546 0633
Narrative 3 04% 0518 0542
Persuasive 3 0.463 0485 0.506
Argument 21 0.883 0914 0938
AFS/Human Expository 9 0.930 0952 0.967
ADJACENT Issue 4 0.940 0974 0.929
Narrative 3 0923 0.963 0982
Persuasive 3 0917 0.945 0.9%4
Argument 4 0.937 0957 0970
Expository 9 0915 0934 0.948
Hm&“in Tssue 2 0973 0980 0985
Narrative 3 0938 0933 0.965
Persuasive 3 0.905 0.927 0.943
State wide 18 0.489 0.528 0.567
AES/Horran EXACT | Exam type Toefle 8 0512 0520 0.528
GRE 6 0527 0539 0.589
GMAT 8 0.466 0484 0.501
State wide 18 0481 0.501 0521
HiurrenyHurran EXACT Toefle 3 0.583 0.599 0.611
GRE 2 0570 0.58 0.600
GMAT 2 0470 0.49% 0520
State wide 18 0942 0935 0.965
AES/Humean Toefle 4 0913 0.967 0.983
ADJACENT GRE 8 0.936 099 0974
GMAT 2 0911 0935 0933
State wide 18 0.928 0.940 0949
Hm&“in Toefle 4 0962 0971 0977
GRE 4 0935 0971 0981

K = number of effect sizes; CI = confidence interval, ES=effect size
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(Table 6) Subgroup analysis for subject characteristics
Category Sub—group Sub—outcomes k —95%Cl ES +95%ClI
AES/Hurmzn Seorer Expert 12 0570 0622 0671
EXACT Expertise Hurmzan 86 0.489 0,503 0518
Hurren/Human Humnan/Expert 12 0491 0511 0532
EXACT Human/Human 27 0.489 0513 053
AES/Hurmzn Expert 14 0915 0.969 0.9%3
ADJACENT Human 53 0919 0.934 0946
Hurren/Human Expert 14 0.935 0918 0.959
ADJACENT Human 20 0.906 0.934 0.9
K-12 66 0.487 0.506 0.5%5
AEESXAzga“ Slioj Undergraduate 12 0429 0530 0571
Graduate 14 0.456 0.517 0.54
K-12 30 0.476 0.4 0.512
H%&“m Undergraduate 5 0560 0581 0601
Graduate 4 0.4 0.542 0.5%0
AFS/Human K-12 33 0919 0.93% 0.948
ADJACENT Undergraduate 10 0919 0919 0.959
Graduate 10 0.934 0.9 0970
Hurren/Human K-12 23 0919 0933 0945
ADJACENT Undergraduate 5 0.9% 0967 0935
Graduate 4 0.9 0971 0.981

K = number of effect sizes; CI = confidence interval, ES=effect size

(Table 7) The results of fixed-effects regression analysis by publication year

Standard .
Category Estimate Error z—value p—value
Parameter
AES/Human Intercept -33.13 433 -830 0.000
Exact agreement Publication year 0019 0.002 882 0.000
AES/Human Intercept -56.6% 89 -6.33 0.000
Adjacent agreement Publication year 0.030 0.004 6.67 0.000
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